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The Coarsest Classification 

Type 1: Uncertain~ that reflects the variability in. 
the outcome of a repeatable experiment 
("aleatory" uncertainty) 

Examples: • g a m e  o f  cards 

• max annuaI r and  speed 

"%. 

Attributes: • objective (rel. freq. interpretation) 

• independent of  time 

• can be quantified but not reduced by 

gathering information 

• probability theory applies to it 



Type 2: Uncertainty from ignorance 
(" epistemic " uncertainty) 

Examples: 

q~ 

• does God exist? 
• Is the accused innocent or guilty? 
• when did the French revolution start? 

• what is the conductivity of a given aquifer? 
• is a fau]tt Seismically active? 

- form a.ud parameters of prob. distribution 
:a 

Attributes: • it depends on available information; 
=> it can be reduced bycol!ec_tjng_dat.a 
= >  u sual!y v a r i e s  i n  t i m e  . . . . . .  

• it is often subjective (degree of belief interp.) 
=> probability theory may not apply 

(in assessing uncertainty, individuals may 
not satisfy the axioms of PT) 

• sometimes it is objective (star. uncertainty) 



- J 

Does  it Matter  for Decis ion whether  
Uncerta in  is of  T e 1 or T e 2? 

N O  collect 
in format ion /  

• run mode l s  

"due diligence" 
on_uncertainly 
reduction & 

quantification uncertainty 



Final Decis ion 

• Example .  Consider tossing a coin and cornpare two 
betting situations: 

1. bet before tossing, or for a randomly .chosen t o ~  for 
infinitely many tosses (uncertmnty of ypff__.~.~ 

o 0.~" FEl l ]  

2. bet .after tossing, before the outcome is revealegd...~ 
_ ,, ,  (uncertain~, of ~ype 23 

FC ] 

o.s" : o.~ 

5-" 0 O.5 

<Fig]> 
Rational people have the same betting attitude. Why? 

• the mean value <F[H]> is the same. 

• in (2), it is impossible to change the state of unc. 



More  in eeneraL sutmose that: 

• the l~nal decision depe_~s on the relativefiTequenc~ 
~ A  (e.g., A = release of  hazardous 
substance). 

• Due to jgnorance, FfA l is uncertain. 

Dec i s ion  theory says: 

• If uncertain on F A cannot chan e durin the 

lifetime of the project, then all that matters is the mean 

value <F[A]>. 

• If uncertaint on F A can chan e, then the temporal  

variability of <F[A]> should be considered. 

total present/ ,  1 5' 
uncertainty" ~ 

~ exolained Cncertaints, 
F[A] 
. . ~  ~ _ .  the. hold . .. _ n ~  

- - ~  .. - ' ~ ' -  : " ~ ' ~ v o " d l ~ l o n  of 
-'x[ - ------- ~-[A]> 

i ) 

time 



uantification of the Distribution of 

F[A] and the Mean Value <F[A]> 

- How can one uanti  uncertain on F[A]? 

- Is  there a s imple  way to obtain <F[A]>? 

• " F [ A ]  

--~ • estimate <F[A]> (and its possible temporal fluctuations) 

• make sure no major source of uncertainty is neglected 

• compare/communicate/document expert opinions 

• identify areas where uncertainty can be reduced 

Several  methods,  some formal ,  others in formal  



F[A] and Value of <F[A]> 

• they apply when the information available is in the form 

of statistical samples (e.g. earthquake recurrence) 

• for the most part, objective and established procedures 

(a) Models as ~ . . . ) .  Model i produces 

F/[A] (best-estimate models, bounding models,...) 

(al ) Formal Bayesian approach 

-assign conditional distrib, of {F/[A]} given F[A] 

find distribution ofF[A] given {/~/[AI} using 
Bayesian analysis 

(a2) Formal or informal ]udgmental approach 

of  iven l F taJ  



A 

- F / [ A ]  = F [ A ]  + 13 i 

- e i iid normal, independent of F[A], with mean zero 

= >  < F [ A ]  > = 1 ~ ~.[A] 
n i - 1  

(mean rule) 

- . . ' 7  

A 

- lnFi[A l = InF[A] + I~ i 

- 13 i iid normal, independent of F[A], with mean zero 

= >  < In F [ A ]  > - - In [A] 
n i - 1  

For large n, 

< F [ A ]  > -- median{Fi[A] t (median rule) l 

• Depending on the relation between F / [A]  an___d F[A], 

other "rules" are possible. 



(b) models as ( M E & C E ) ~  (special case) 

- assign probabilities {Pi} to models, ~ P/ - 1 
i 

A 

-then F/[A] has probability Pi 

= >  
n 

< F [ A ] >  - } P i ' ~ . [ A ]  
i 1 

(mean rule) 

K e  R e  u i r e m e n t s  o r  a n a l  s i s  b : 

• m o d e l s  m u s t  c o v e r  " " " 

• m o d e l s  m u s t  be  e x a c t  ( no  a p p r o x i m a t i o n )  

In practice, these requirements are not enforced 
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